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Data upload requirements in ESAC archives using TAP 

The ESA TAP+ upload features provide end users with data upload options, enabling dynamic data 

input for both temporary and long-term storage needs. Two primary upload types, "On-the-fly" and 

"Persistent," serve distinct purposes:

• "On-the-fly" uploads support immediate, query-specific data that is deleted once the query is 

finished. 

• "Persistent" uploads allow users to upload data via a local file or a URL, store it within a user-

specific schema, and optionally share or reuse query results. 
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"On-the-fly" Upload Capabilities

• Part of the standard since TAP 1.0

• Immediate, query-specific data support: UPLOAD/QUERY/DELETE

• Tables uploaded to a custom schema and deleted once the query is finished

• Typical use cases:

• Crossmatch of local sources against a table in the server

• Select a list of rows in the server according to a list of elements available locally

• Use local results with a remote TAP service
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"On-the-fly" Upload Capabilities

• Gaia example (https://astroquery.readthedocs.io/en/latest/gaia/gaia.html):

1.5. Synchronous query on an ‘on-the-fly’ uploaded table

A votable can be uploaded to the server in order to be used in a query.

You have to provide the local path to the file you want to upload. In the following example, the 

file ‘my_table.xml’ is located to the relative location where your python program is running. 

https://astroquery.readthedocs.io/en/latest/gaia/gaia.html
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"On-the-fly" Upload Capabilities

• Fully supported by other applications as TopCat
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”On-the-fly" Upload Capabilities

Using a job result in a query (I)

• Typical use case: Upload local data to an external TAP

• This mechanism allows to run a query against a job executed in our archive, using the unique 

alpha-numeric code assigned to each job

SELECT upload.*, catwise.* 
FROM tap_upload.job1641568769115O AS upload  
JOIN "II/365/catwise" AS catwise ON 1 = CONTAINS(
                     POINT('ICRS', catwise.RA_ICRS, catwise.DE_ICRS),
                     CIRCLE('ICRS', upload.ra, upload.dec, 1. / 3600.)) 
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”On-the-fly" Upload Capabilities

Using a job results into a query (II)

• No external TAP is involved in this case

• Data is uploaded to the database as a new table persistent during the execution of the query

• Use a different schema to store data into the database: JOB_UPLOAD

• Simple example: 

    SELECT * FROM job_upload.”job1641568769115O”
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Persistent uploads

• Service accessible only to registered users

• Users can upload data from local files or URLs

• User can also upload job results stored in the 

archive

• Data stored in a schema associated to the user

• Once uploaded it can be used as any other 

table in the archive and shared with other users 

if required.
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Persistent uploads

Private areas involves:

• User authentication

• Integration with directory services (LDAP)

• Quota management

• Space organization in the database (schemas)
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Upload endpoints 

Command line examples:

• Upload a table from a file: 

• Delete a user table from the database:

curl -k -b cookies.txt -X POST -F FILE=@file.name
                                            -F TABLE_NAME=table_name
                                                         https://host:port/context/Upload

curl -k -b cookies.txt -X POST -F TABLE_NAME=table_name
                                            -F DELETE=TRUE
                                            -F FORCE_REMOVAL=TRUE
                                                         https://host:port/context/Upload

https://host:port/context/Upload
https://host:port/context/Upload
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Persistent uploads

Sharing data involves:

• Implement management tools:

• Create/update/delete user or groups

• Handle the reference between these 

two elements

• Register resources and link these 

resources with one or more groups

• New end-points supporting this functionality
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Share endpoint

Create group: 

Add user to a group:

Create a shared item:

Create a shared item relation:

http://host:port/context/share?action=CreateOrUpdateGroup&title=My+group&users_list=user1,user2

http://host:port/context/share?action=CreateUserGroup&group_id=group_id&user_id=user_id

http://host:port/context/share?action=CreateOrUpdateItem&resource_type=table

&title=My+table&description=Description&items_list=group_id_1,Group,Read|user_id_1,User,Write

http://host:port/context/share?action=CreateItemRelation&resource_id=resource_id

         &resource_type=0&share_to_id=identifier&share_type=Group&share_mode=Read

http://host:port/context/share?action=CreateOrUpdateGroup&title=My+group&users_list=user1,user2
http://host:port/context/share?action=CreateUserGroup&group_id=group_id&user_id=user_id
http://host:port/context/share?action=CreateItemRelation&resource_id=resource_id
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Questions / feedback

Thank you for your attention
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